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ABSTRACT: 

 Due to the increasing popularity of. 

Due to the use of our special tree-

based index structure, the proposed 

scheme can achieve sub-linear search 

time and deal with the del Denial-of-

service (DoS) and distributed DoS 

(DDoS) are among the major threats 

to cyber-security, and client puzzle, 

which demands a client to perform 

computationally expensive 

operations before being granted 

services from a server, is a well-

known countermeasure to them. 

However, an attacker can inflate its 

capability of DoS/DDoS attacks with 

fast puzzlesolving software and/or 

built-in graphics processing unit 

(GPU) hardware to significantly 

weaken the effectiveness of client 

puzzles. In this paper, we study how 

to prevent DoS/DDoS attackers from 

inflating their puzzle-solving 

capabilities. To this end, we introduce 

a new client puzzle referred to as 

software puzzle. Unlike the existing 

client puzzle schemes, which publish 

their puzzle algorithms in advance, a 

puzzle algorithm in the present 

software puzzle scheme is randomly 
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generated only after a client request 

is received at the server side and the 

algorithm is generated such that: 1) 

an attacker is unable to prepare an 

implementation to solve the puzzle in 

advance and 2) the attacker needs 

considerable effort in translating a 

central processing unit puzzle 

software to its functionally equivalent 

GPU version such that the translation 

cannot be done in real time. 

Moreover, we show how to 

implement software puzzle in the 

generic server-browser model. 

 

 

 

Index Terms—Searchable encryption, 

multi-keyword ranked search, 

dynamic update, cloud computing. 

 

INTRODUCTION: 

 C LOUD computing has been 

considered as a new model of 

enterprise IT infrastructure, which 

can organize huge resource of 

computing, storage and applications, 

and enable users to enjoy ubiquitous, 

convenient and on-demand network 

access to a shared pool of 

configurable computing resources 

with great efficiency and minimal 

economic overhead [1]. Attracted by 

these appealing features, both 

individuals and enterprises are 

motivated to outsource their data to 

the cloud, instead of purchasing 

software and hardware to manage 

the data themselves. Despite of the 

various advantages of cloud services, 

outsourcing sensitive information 

(such as e-mails, personal health 

records, company finance data, 

government documents, etc.) to 

remote servers brings privacy 

concerns. The cloud service providers 

(CSPs) that keep the data for users 

may access users’ sensitive 

information without authorization. A 
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general approach to protect the data 

confidentiality is to encrypt the data 

before outsourcing [2]. However, this 

will cause a huge cost in terms of 

data usability. For example, the 

existing techniques on keyword-

based information retrieval, which 

 

 

 

Existing System: 

 The backpressure algorithm was 

introduced in [1] as a scheduling 

policy that maximizes the throughput 

of wireless multihop networks. 

Assuming slotted time, the basic idea 

of backpressure scheduling is to 

select the “best” set of non 

interfering links for transmission at 

each slot. We now describe this idea 

in a 4-node network with two flows, 

black and gray, from node to , 

depicted in Fig. 1. Each node 

maintains a separate queue for each 

flow. For each queue, the number of 

backlogged packets is shown. Assume 

that we have two link sets, and , 

shown as continuous and dashed 

lines, respectively. The links in each 

set do not interfere and can transmit 

in the same time slot. The scheduler 

executes the following three steps at 

each slot. First, for each link, it finds 

the flow with the maximum 

differential queue backlog. For 

example, for link , the gray flow has a 

difference of 0 packets and the black 

flow has a difference of 3 packets. 

The maximum value is then assigned 

as the weight of the link (see Fig. 1). 

Second, the scheduler selects the set 

of non interfering links with the 

maximum sum of weights for 

transmission. This requires to 
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compute the sum of link weights for 

each possible set. In the example, set 

sums to and set sums to . The 

scheduler then selects the set with 

the maxi mum sum of weights, i.e., , 

to transmit at this slot. Finally, 

packets from the selected flows are 

transmitted on the selected links, i.e., 

black flow on link and gray flow on 

link . The same computation is then 

performed at every slot.  

 

 

Proposed System: 

This section presents the XPRESS 

system, a cross-layer backpressure 

architecture for wireless multihop 

networks. To our knowledge, XPRESS 

is the first system to implement 

backpressure scheduling over a time-

slotted MAC, as it was originally 

proposed in theory. We first provide 

a high-level system overview, and 

then we detail the data plane and 

control plane designs. Finally, we 

describe the design of our 

backpressure scheduled with 

speculative scheduling. In XPRESS, 

the wireless network is composed of 

several mesh access points (MAPs), a 

few gateways (GWs), and a mesh 

controller (MC), as depicted in Fig. 2. 

We use the term “node” to refer to a 

mesh node that can be either anMAP 

or a GW. The MAPs provide wireless 

connectivity to mobile clients and 

also 

operate as wireless routers, 

interconnecting with each other in a 

multihop fashion to forward user 

traffic. Mobile clients communicate 
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with MAPs over a different channel, 

and thus are not required to run the 

XPRESS protocol stack. The GWs are 

connected to both the wireless 

network and the wired infrastructure 

and provide a bridge between the 

two. TheMC is responsible for the 

coordination of the wireless 

transmissions in the network, and it is 

analogous to a switching control 

module. In our design, the MC is 

deployed in a dedicated node in the 

wired infrastructure and connects to 

the gateways through high-speed 

links. In an alternative design, the MC 

could be implemented within one of 

the gateways, if necessary. 

 

 

 

XPRESS IMPLEMENTATION 

 

The XPRESS design is general and can 

be realized on a wide range of 

platforms. In this section, we describe 

the main components of our cross-

layer implementation in the Linux OS 

and the firmware of our Wi Fi 

cards.We follow a top–down 

approach and describe these 

components in the order of the 

outgoing data path in Fig. 3.  

 

Congestion Control 
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Congestion control is performed only 

at the source node of each flow by 

adjusting the flow input rate in 

accordance with (4). More precisely, 

the source rate of each flow is 

continuously adjusted to the optimal 

rate for the flows to remain within 

the capacity region. In XPRESS, we 

use as the utility function, where is a 

constant parameter defined later in 

Section VI. The logarithmic function 

allows a good tradeoff between 

fairness and efficiency in wireless 

networks [9]. The maximum allowed 

rate of each flow is then periodically 

adjusted to , where is the length of 

the Flow Q of flow at the source . 

 

Queues and Scheduler 

Flow Queues: Outgoing packets are 

intercepted using the Net filter post-

routing hook in the Linux kernel. 

Intercepted incoming packets that 

have been routed, and thus are ready 

to be forwarded, are classified and 

put into the corresponding FlowQ. 

We pass the FlowQ backlog 

information to the actuator module 

through the Linux interface. The 

actuator in turn forwards this 

information over the uplink control 

channel to the MC for schedule 

computation. 

 

 

 

INTERFERENCE ESTIMATION 

We now introduce the design of our 

interference estimation technique to 

provide the backpressure scheduler 

with the link transmission sets and 
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the corresponding capacities of their 

links. The capacity of each link is 

estimated on a TDMA frame 

timescale as , where is the packet 

delivery ratio (PDR) and is the PHY 

rate of link during the TDMA frame. 

Finding the link transmission sets and 

their capacities is a challenge because 

each link capacity depends on both 

the channel condition and the 

interference created by the other 

links in the set. A direct approach 

would be to enumerate and schedule 

each link set in the same slot, and 

then measure the PDR of their links. 

In a network with links and PHY rates, 

this requires measurements during 

each TDMA frame, which is 

prohibitive. 

 

 

 

 

CONCLUSION 

 

In this paper, a secure, efficient and 

dynamic search scheme is proposed, 

which supports not only the accurate 

multi-keyword ranked search but also 

the dynamic deletion and insertion of 

documents. We construct a special 

keyword balanced binary tree as the 

index, and propose a “Greedy Depth-

first Search” algorithm to obtain 

better efficiency than linear search. In 

addition, the parallel search process 

can be carried out to further reduce 

the time cost. The security of the 

scheme is protected against two 

threat models by using the secure 
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kNN algorithm. Experimental results 

demonstrate the efficiency of our 

proposed scheme. There are still 

many challenge problems in 

symmetric SE schemes. In the 

proposed scheme, the data owner is 

responsible for generating updating 

information and sending them to the 

cloud server. Thus, the data owner 

needs to store the unencrypted index 

tree and the information that are 

necessary to recalculate the IDF 

values. Such an active data owner 

may not be very suitable for the 

cloud computing model. It could be a 

meaningful but difficult future work 

to design a dynamic searchable 

encryption scheme whose updating 

operation can be completed by cloud 

server only, meanwhile reserving the 

ability to support multi-keyword 

ranked search. In addition, as the 

most of works about searchable 

encryption, our scheme mainly 

considers the challenge from the 

cloud server. Actually, there are 

many secure challenges in a multi-

user scheme. Firstly, all the users 

usually keep the same secure key for 

trapdoor generation in a symmetric 

SE scheme. In this case, the 

revocation of the user is big challenge 
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